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Dataset construction process

Introduction

1.We present the AffordPose dataset, a large-scale

dataset of fine-grained hand-object interactions with

affordance-driven hand pose.

2.We provide comprehensive data analysis to understand

how affordance affects the detailed arrangement of

hand poses to complete the appropriate interaction.

3.We conduct experiments on three tasks, i.e. hand-

object affordance understanding, affordance-oriented

hand-object interaction generation, image-based

applications to validate the effectiveness of our dataset

in learning the fine-grained hand-object interactions.

of our dataset in learning the fine-grained hand-object interactions. 

Dataset Statistics 

Dataset Analysis 

The Representative Hand Poses

Different affordances on Same object

Same Affordance on Different Object Categories

Diversities Hand Pose on Same Affordance 

Fingers Contacting Probabilities for Each Affordance

Standard Deviations of Joint Values

1. We present the AffordPose dataset, a large-scale dataset of fine-

grained hand-object interactions with affordance-driven hand pose. 

2. We provide comprehensive data analysis to understand how affordance 

affects the detailed arrangement of hand poses to complete the 

appropriate interaction.

3. We conduct experiments on three tasks, i.e. hand-object affordance 

understanding, affordance-oriented hand-object interaction generation,

image-based applications to validate the effectiveness of our dataset in 

learning the fine-grained hand-object interactions. z

Experiments

Task1: Hand-object Affordance Understanding

Task2: Affordance-oriented Interaction Generation

Task3: Image-based Applications
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‐ Input: Hand pose and a target object

‐ Output: Object-level or per-point affordance 

labels

‐ Intrinsic: only joint configurations

‐ All: Intrinsic, rotation and position of hand

AffordPoseNet

‐ Input: Object and a affordance label

‐ Output: Hand pose related to the affordance

‐ Test Set: Expanded by 200+ objects

• Hand-Object Interaction Classification

• Hand Mesh Recovery

‐ Render the RGB images of the hand-object interactions from AffordPose

‐ Input: RGB Image ‐ Output: hand pose ‐ Network: ResNet-18

‐ Input: RGB Image and affordance ‐ Output: Hand pose

‐ Network: Modified from I2L-MeshNet
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